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Simplified Computation of Confidence Intervals for 
Relative Potencies Using Fieller’s Theorem 

By C. PHILIP COX and DONNA J. RUHL 

Confidence intervals for relative potencies in bioassays are usually calculated by using 
Fieller’s theorem, but the procedures presented in standard texts are computationally 
cumbersome. It is shown that Fieller’s formula can be expressed in an alternative 
form which takes advantage of calculated quantities from the analysis of variance 
(ANOV) and thus simplifies computations. Slope ratio assays and parallel line 
assays are discussed, and 2 examples illustrate the use of the proposed alternatives. 

ONFIDENCE intervals for relative potencies in C bioassays based on normally distributed 
responses are calculated from the formula derived 
by Fieller (I) which, for present purposes, is 
restated as follows. Suppose that the ratio 
estimate of p = p/-y is 

R = u/v (Eq. 1) 

where u, the unbiased estimate of p ,  and v, the 
unbiased estimate of y, are linear combinations 
of variates which are normally distributed with 
variance u2. Suppose also that the variance and 
covariance estimates are 

where s2, with f degrees of freedom, is the un- 
biased estimateof u2, and aur a,, and a,, are known 
constants depending on the construction of u 
and v. The usual derivation of Fieller’s theorem 
leads to R b  and RU, the lower and upper 100 
(I - a)% confidence limits on p ,  as 

(Jk. 3) 

where F,, the 100(1 - a)% tabulated critical 
value from the F-distribution, with 1 and f 
degrees of freedom, has replaced t2 in the usual 
formulation. 

Users (2) know that, as usually presented, the 
formula is computationally cumbersome, and 
it will be shown that the formula can be thrown 
into a simpler alternative form. The beneficial 

Received November 19, 1965, from the Statistical Labora- 
tory, Iowa State University, Am-. 

Accepted for publication January 12, 1966. 
This research was supported in part by the National 

Institutes of Health Graduate Training Program, Iowa State 
University. 

results for slope ratio and, particularly, parallel 
line assays are exemplified. 

SLOPE RATIO ASSAYS WITH ONE TEST 
PREPARATION 

For slope ratio assays with responses at the zero- 
dose level and at doses xsi and X T ~ ,  i = 1, 2, . . ., 
k ,  and j = 1, 2,  , . ., kz, for the standard and test 
preparations, respectively, the relative potency 
estimate, R, is obtained as 

R = bT/bs (Eq. 4) 
where bs and bT are the cstimated slopes of the (x, y )  
dose-response lines for the standard and test prepa- 
rations, respectively. The 2 slopes are givcn by 

b.9 = ’ ( ( z ’XTz ) ( z ’ xSy )  - ( z ’ X S X T ) ( z ’ x T ) ’ ) )  
A 

br = ( - ( Z ’ X S X T ) ( Z ’ x S y )  f (Z‘XS*)(Z‘XTy))  A 

where, if Z denotes summation over all the observa- 
tions for each preparation, 2 ’ denotes “corrected” 
summation so that the quantities in Eq. 5 are ob- 
tained as follows: 

Z’XTY == Z X T ~ Y T ~  - G ~ ~ ( Z X T ? )  (Eq. 7) 

in which N is the total number of observations, G 
is the grand total of all the responses, and 

A = ( ~ ’ X , ~ ’ ) ( Z ’ X T ~ )  - ( ~ ‘ x s x T ) ~  (Eq. 8) 

Hence, by comparison with Eqs. 1 and 2 

(Eq. 9) u = bT<, v = b s  
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and Finney (3) shows that 

369 

illustrate the computational procedures. The 
numerical quantities required arc 

N = 20, bs = 118.629, R = 0.6847, 
s2 = 14.43 (15 d.f.) 

From the ANOV, the regressions sum of squares is 
31456.9, while, for 95yo confidence limits, F, = 
F1,16(0.05) = 4.54 from standard tables. Since 
FS from Eq. 18 will plainly be large relative to F,, 
the approximate formula can safely be used in this 
case. Hence, from Eq. 20 

RL, Rr; = 

If now quantitics F, and FS are defined as 

2 F ,  = (regrcssions sum of squares)/? (Eq. 11) 

Fs = hs2/a ,s2  (Eq. 12) 

then it is shown in the Appendix that the confidence 
interval on the ratio, p ,  can be expressed as 

RL? Ru = 

RFs ~. - Fda,,/U,) ~~ F dFC(zF7 - F,)/Aa,' (Eq, 13) 

Using Eq. 10, Eq. 13 can bc put into the alternative 
form 

(Fs - Fc) 

RL, Rv = 

(Eq. 14) 

With A from Eq. 8, the alternatives given in Eqs. 
13 and 14 are already more convenient than the usual 
form in the general case described. Further ad- 
vantages occur in applications to  the common 
symmetrical assays for which explicit values of uu, 
uor and a,, are available. 

Thus, for the symmetrical 5-point assay with a 
zero dose and coded doscs of 0.5 and 1 for each of 
the standard and test preparations, 

(Eq. 15) 

so that, from Eqs. 8 and 10, 

A = 175N2/1O1, a, = a,  = 64/7N, auv = 36/7AT 
(Eq. 16) 

Substitution in Eq. 13 leads to  the very simple 
expression of the confidence limits as 

K L ,  Ru = 
16FsR - 9Fc F d l 7 5 F c ( 2 F 7  - Fr) 

16(Fs - F c )  

(EY. 17) 

Fs = 7Nbs2/64s2 (Eq. 18) 

where, from Eq. 12, 

Taking 175/256 

RL. Ru = 

0.6836, Eq. 17 becomes 

(Eq. 19) 

In microbiological assays the quantity F,/Fs, 
which is g as used by Finncy (3), is often small 
enough to be neglected. In this case Eqs. 17 and 
19 reduce to the very convenient approximate form 

RL, Ru = 
20 

Nbb2 R 7 ---T .\/Fc(regressions sum of squares)s2/7 

(Eq. 20) 

Numerical Example.--Vdtues from the assay by 
'Wood (4), analyzed in Finncy (3), will be used to 

1 
0.6847 ~- .\/(4.54)(31456.9)(2.06) (118.629)2 
= 0.6462, 0.7232 

which compare well with the accurate rcsults that 
are obtained below and given in Finney (3). To 
obtain the accurate values, 2F, and FS are first 
computed as 

2Fr = 31456.9/14.43 = 2179.9653 

and, from Eq. 18, 

Fs = (7)(20)( l18.629)2/(~4)(14.43) = 2133.3566 

so that, from Eq. 19, 

RL, Ru = 

= 0.6464, 0.7236 

PARALLEL LINE ASSAYS 

The logarithm of the relative potency estimate in 
parallel line assays is obtained by Finney (3) as M 
where 

(T.S-7-1 M = Ps - 3~ - b (EY. 21) 

in which 3s and f~ are the mean log-doses, 9 s  and j+ 
are thc mean responses for the standard and test 
preparations, respectively, and 6 is the estimated 
common slope of the log-dose, response lines. Since 
3s and fl are taken as fixed, the confidence interval 
is therefore obtained for the ratio quantity 

M - 3s f f~ = - (9s  - g r ) / b  (Eq. 22) 

Here the numerator and denominator on the right 
hand side are statistically independent so that, from 
Eq. 2, uuu = 0. It is shown in the Appendix that 
the confidence limits can be represented as 

RL. Ro = 

(Eq. 23) 
where 

-1 

( x  - x ) ~  + (x - Z ) 2 [  (Eq. 24) 

and 
F, = the F-ratio for preparations in the ANOV 
F, = the F-ratio for regression in the ANOV c (m. 25) 
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and ns and RT are the total number of responses to 
thc standard and test preparations, respcctively. 

Some simplification occurs if F,/F, is small enough 
to be neglected but, in practice, the gain is so slight 
that the use of Eq. 23 may be generally recom- 
mended. Simplificd forms can, however, be pre- 
sented for the common, balanced 4- and 6-point 
parallel assays using explicit values for a, and a, as 
follows. 

Four-Point Parallel Line Assay.--If S,, S2, arc 
the total responses to the lower and upper doses 
of the standard preparation, respectively, and TI and 
1’2 are the corresponding response totals for the 
test preparation, and linear contrasts L, aud L, are 
defined as 

L,  = -(S1 + Sd + (T ,  + Td (Eq, 26) 
Lr = -(S1 + TI) + (S2 + Tz) 

the logarithm of the relative potency is calculated 
from thc ratio of R = dL,/L,, where d, as used by 
Finney (3), is the logarithm of the ratio betwecn 
successive doses, this ratio being the same for both 
preparations. Since V ( L p )  = V(L,) from Eq. 26, 
the confidence limits for dL,/L, are found by using 
Eq. 23 with up = a,. 

Joiwnal of Pharmaceutical Sciences 

of oestrin by Biilbring and Burn (5) as used by 
Finncy (3) is taken. In that cxample L,  = -42, 
L, = 448 and the ANOV was essentially 

d.f. m.s. 
Preparations. . . . . 1. , . . 63 
Regression. . . . . . . 1. , , ,7168 
Divergence.. . , . , 1 . .  . . 210 
Residual crror.. . .13. , . . 551.15 

where the term “divergence” is introduced in pref- 
erence to “parallelism” or, uglier, “antiparallelism.” 
Hence, for 95y0 limits, 

Fc = Fi, 13(0.05) = 4.67 

and 

g = (4.67)(551.15)/7168 = 0.3591 

The ratio of upper to lower doses was 2 so that, 
with d = log 2, from Eq. 29, 

(Eq. 27) 

where, as before, F, is the 100(1 - a)% tabulated 
F-value with 1 and f degrees of freedom, f bcing 
the number of degrees of freedom for sz in the 
ANOV, F,  and F, are as defined in Eq. 25. 

g = F,s2/(regression mean square) 

If g is computed as 

(Eq. 28) 

an alternative computational form of Eq. 27 is then 

preparations mean square 

(Eq. 29) 

which is perhaps the most expedient formulation 
Six-Point Parallel Line Assay.-If L, and L, are 

the usual contrasts for the 6-point assay, corrc- 
sponding to those in Eq. 26, the confidence limits for 
- Ts/b = 4dL,/3Lt. are obtained from Eq. 23 as 

,.. 

)i \$F 4% (1 - g + regression mean square 
preparations mean square 

with all quantities as previously defined. 
Numerical Example.-To illustrate the identi- 

fication of the required quantities the 4-point assay 

X 
0.301 03 

u 0.6409 

= -0.2709, 0.1828 

The basic doses were 0.2 mcg. and 0.0075 ml., for 
the standard and test preparations, respectively, 
so that the limits for the actual relative potency 
estimate ;d., are, 

PRECISION 

The formulas derived above are useful in dis- 
cussions of the precision of bioassays. For examplc, 
from Eqs 29 and 30 thc squared length of the con- 
fidence interval for 4- and 6-point parallcl line 
assays is seen to  depend on the quantity, 

1 preparations mean square 
- g + regression mean square --> t 

- g +-- g \preparations mean squae 

g --i ( 
(1 - E Y  

t l--g (1 - g)z 1 regression mean square 
(Eq. 32) 

From the definition of g in Eq 28, i t  therefore 
simply follows that the basic requirements are small 
values for F,, J ~ ,  and the mean square for prepara- 
tions, and a large value for the regression mean 
square. 

CONCLUSION 

Detailed presentations of the above formulas 
have been made because of the assurancc [Schultz 
(S)] that they give considerable computational 
advantage. In particular, the gain arises because 
values in the necessarily computed ANOV do double 
duty. The exact rather than the approximate 
formulas may be recommended, for parallel line 
assays at  least, because Once F J F ,  has been cal- 
culated for arbitration, its retention involvrs little 
extra labor. 



V o l .  55, XO. 4, April 1966 

APPENDIX 

Slope Ratio Assay.-Using the values for a,,, 
a,, and aui. for a slope ratio assay as given in Eq. 10, 
the cxpressiorl auw2 -- Xn,,.uv + a,u2 under the 
radical of Eq. 3 can be written as 

aUZ2 - ~UUuU‘LI  + IL&‘ cLI(UuZI - Uz4&) f LL(adA - UuvZ‘) 

= {bsjbsZ’xsz + b T Z ’ X S X T )  + a 
b T(  b TL: ’ S T 2  4- b SZ ’XRYT) 1 

(Eq. 3 3 )  

This follows from the normal equations of which 
Eq. 5 is the snlutioii. Further, the numerator 011 

the right of Eq. 33 is the sum of squares for regres- 
sion in the ANOV. Also, 

ai,nu - a,*,Z = 

1 
= ~ jh,sS’rsy + hrZ’x?’yj 

1 
A2 A 
-1 ((Z‘xsz)(z’xT2) - (Z’xsn . )*)  = (Eq. 34) 

Substituting from Eqs. 33 and 34 into 6q. 3,  the 
confidcncc limits can therefore be written as 

RL, Ru = 
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~~ 

&?F$rcgressiins sum of squares - S*E.’,)/AI 

(Eq. 35) 

Hence, with F, and F.7 defined as in Eqs. 11 and 12, 
the confidence limits can bc expressed as 

RL, Rrr = 

as given in Eq. 13. 

Eq. 3 with uuv = 0 reduces to 
Parallel Line Assay.-For a parallel line assay, 

(Eq. 37) 

F ,  = u2/aUs2 and F, = v2/a,,s2 (Eq. 38) 
For the general parallel line assay, comparison of 
Eqs. 1 and 23 shows that the above result can be 
applied to obtain the confidence interval for M - 
X,s + 2~ if 

ZL = (4s  - j T j  and v = h (Eq. 39) 
If ns and n~ arc the total number of responses to the 
standard and test preparations, respectively, the 
variance of (7s - j i T )  is estimated as 

where F, and F, are defined as 

V ( U j  = V(4s - TP) = ($ + $2 = nus* 

(Eq. 40) 

so that, from Eq. 38, 

which itself is the I?-ratio for preparations in the 
-4NOV. Similarly 

2: (w - f)* + Z (x - 1)2[ (Eq. 42) 

which is the F-ratio for regression in the ANOV. 
If then F p  and F, are defined as in Eq. 25, the con- 
fidence interval from Eq. 37 is 
RL, Rcr = 

I;, = 
:z { s 

1 i -~ RF,  T F J F ,  + F, - F,) 
(Fr - Fc) I. 

(Eq. 43) 
which establishes the result given in Eq. 23. 
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